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Abstract. The sustainability of a company will not be separated from the role of consumers in conducting 

transactions. In fact, a consumer has different behaviour and character, therefore as a company owner must 

be able to analyze the patterns or habits of consumers in making transactions. This also happens in the retail 

center X, which has problems in the sales process, such as products running out of stock and unsold 

products and the most popular products and products that are not in demand by consumers. Therefore we 

need an analysis of consumer habits in conducting transactions. The method of association rule with Apriori 

algorithm is able to be applied well in the analysis of the habits of consumer transactions in the central retail 

X. The results of the calculation obtained an average percentage of the value of support 33%-40% and the 

value of confidence 43%-80%. The results of applying the association rule method with Apriori algorithm 

can help recommend central retail X owners in structuring product and determine strategic steps in 

increasing sales, such as providing discounts or promos for certain products. 
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1 Introduction  

Consumers are a very influential aspect in business 

continuity, where consumers are everyone involved in 

buying and selling activities to meet their needs. The 

consumer behaviour varies, which can be seen based on 

three stages, namely when before making a purchase, at 

the time of purchase, and after purchase. Therefore it is 

important for businesses to understand every consumer 

behaviour to determine the right marketing strategy for 

business continuity [1]. To understand consumer 

behaviour, analysis is needed on a collection of 

consumer transaction data, to dig deeper information 

based on these data or known as data mining.  

Data mining is a data processing technique by 

extracting and identifying large data databases to extract 

useful information and increase user knowledge. 

Whereas associations rule is one method in data mining, 

this method is often used in analysis consumer spending 

patterns, to see the interrelationship between goods from 

transactions carried out by customers [2]. 

The algorithm used in the most popular association 

rule is Apriori algorithm, the algorithm is often used in 

analysis transaction data or basketball market. The 

application of Apriori algorithm is used for data retrieval 

by paying attention to associative rules to determine 

associative relationships of a combination. The 

procedure in determining associative rules starts with 

collecting transaction data that is carried out by 

consumers from time to time to find out what items are 

purchased by consumers so that it will be known how 

much the relationship between goods and can be 

implemented into an associative rule. The application of 

Apriori algorithms can be done on transactions that 

occur in stores, supermarkets and retail [3]. 

Previous research has been conducted by Gull and 

Pervaiz, who analyzed consumer behaviour when 

shopping online at an online shopping site with the 

method used is the association rule. The results of the 

study obtained data about the number of customers who 

visited the site and made a purchase transaction. As well 

as the combination and interrelation between goods 

purchased by consumers [4]. 

In this paper applying Apriori algorithm in analyzing 

consumer purchasing habits carried out at the retail 

center X, where at the center of retail X there were 

problems related to sales, which included the existence 

of unsold goods but some products ran out of inventory. 

On the other hand, there are many consumers with 

different habits and characters. Another problem occurs 

in the retail center experiencing goods arrangement that 

has not attracted consumers or can be attributed to the 

absence of a sales strategy that is applied to attract 

consumers [5]. Out of stock and goods that are less 

desirable are important and emergency problems in the 

world of goods trading business, because it has a 
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profound effect on the profits received by the company. 

These problems need a formula to overcome some of the 

phenomena that occur. Therefore, a sales strategy is 

needed that can analyze sales transactions so that it can 

provide information regarding less salable goods and 

goods that are out of stock. In this study, the 

associational rule of the Apriori algorithm was used to 

analyze consumer habits in retail X to determine the 

sales strategy. The application of association rules with 

Apriori algorithm will know the relationship and 

possible combination of items purchased by consumers 

at the retail center X [6]. The final results of this paper 

are expected to provide recommendations on what items 

should be increased, what items should be placed side by 

side and what items are less attractive to sellers. 

2 Methodology  

2.1. Association Rule  

Association rule is one technique in data mining to 

determine the relationship between items in a dataset (a 

set of data) that has been determined. This concept itself 

is derived from the terminology of market basket 

analysis, namely the search for relationships of several 

products in a purchase transaction. This technique looks 

for possible frequent combinations of an item set [6]. 

 An example of association rule is based on consumer 

purchase data at a retail store, consumer A {bread, milk, 

butter}, consumer B {milk, bread, eggs} and consumer 

C {bread, milk, jam}. Based on the three consumer 

transactions, it will produce an association rule, which is 

a link between one product and another product, that is, 

if you buy bread, you will buy milk [7]. The relationship 

of the association rules formed is denoted in X → Y 

numbers, where X and Y are a disjoint item set (X ∩ Y) 

= ∅. In the association rule, we can calculate support and 

confidence [8] 

 Support is how much an item affects the overall 

transaction. Suppose that calculating support items A 

and B from all transactions (S), while the equation can 

be denoted as follows: 

           
          (1) 

 

 While confidence is a relationship between 2 items 

conditionally, for example how often consumers will buy 

items B will also buy item A. The following formula is 

used to calculate the value of confidence: 

 

            (2) 

 

 There are several algorithms that have been 

developed regarding association rules, but there is one 

classic algorithm that is often used, namely Apriori 

algorithm. The basic idea of this algorithm is to develop 

frequent item set. By using one item and recursively 

developing frequent item set with two items, three items 

and so on to frequent item set with all sizes. 

 

2.2 Apriori Algorithm  

The Apriori algorithm is an algorithm introduced by 

R.Agrawal and R.rikant in 1994. A priori algorithms aim 

to find frequent item sets that are run on a set of data. In 

the first iteration, all item sets that have k-items will be 

found, called k-item set. The main characteristic of 

Apriori algorithms is that all subset of frequent item sets 

are also applying frequent item sets [9]. The principles of 

Apriori algorithm are: 

1) Collect a number of single items, get large items 

2) Get a candidate pairs, count → large pairs of items 

3) Get candidate triplets, count → large triplets from 

items and so on 

4) For instructions: each subset of a frequent item set 

must be frequent 

The two main processes in Apriori algorithm are 

steps that will be taken to obtain frequent item sets. 

Although Apriori algorithm is easy to understand and 

implement compared to other algorithms that are applied 

to the process of association rules. Apriori algorithms 

have a disadvantage, namely to search frequent item set, 

the priori algorithm must scan the database repeatedly 

for each item combination. This causes the amount of 

time needed to scan the database. In addition, it requires 

generating large candidates to get item combinations 

from the database [10]. 

Apriori algorithms are used to find association rules 

that meet the value limits of support and confidence. The 

a priori work method is to analysis a collection of items 

purchased together on several transactions. Calculation 

of a collection of data patterns that appear in the 

database through several iterations or repetitions. 

Iteration i calculates all data sets i (data set containing 

element i) that often appears. Each iteration consists of 

two steps, namely a candidate generation and candidate 

counting and selection (selection and calculation of 

candidates) [9]. 

 One stage of the association analysis that attracted 

the attention of many researchers to produce efficient 

algorithms is the analysis of high frequency patterns. 

The importance of an association can be known by two 

benchmarks, namely: support and confidence. Support 

(supporting value) is the percentage combination of 

items in the database, while confidence (the value of 

certainty) is the strong relationship between items in the 

rules of association [7]. 

3 Result and Discussion 

3.1 Implementation of Apriori Algorithm 

This research was carried out and retrieved data in the 

central retail X, where in the retail center there were 

problems in product sales, so researchers wanted to 

analyze the habits of consumers when shopping at 

central retail X, to find out patterns and habits of 

consumers. The following is the transaction data that 

occurs in the central retail X shown in Table 1. 
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Table 1. Sales Transaction Data 

No Transaction Product 

1 TR001 Sugar, Coffee, Soap 

2 TR002 Sugar, Bread, Toothpaste 

3 TR003 Toothpaste, Soap, Coffee, Sugar 

4 TR004 Sugar, milk 

5 TR005 Soap, Bread 

6 TR006 Bread, Milk, Sugar, Coffee 

7 TR007 Shampoo, Soap, Bread, Sugar 

8 TR008 Coffee, Soap, Toothpaste 

9 TR009 Soap, Toothpaste, Bread 

10 TR010 
Shampoo, Toothpaste, Sugar, 

Coffee, Soap 
 

To facilitate the calculation, then the product data in 

table 1 is coded and separated by each product as shown 

in Table 2 below. 

Table 2. Item Data 

Item Code 

Sugar A 

Coffee B 

Bread C 

Milk D 

Toothpaste E 

Soap F 

Shampoo G 
 

Based on data in Table 2, transaction data for each 

item is then made, as shown in Table 3. 

Table 3. Item Transaction Data 

Transaction A B C D E F G 

1 1 1 1 0 0 0 0 

2 1 0 1 0 1 0 0 

3 1 1 0 0 1 1 0 

4 1 0 0 1 0 0 0 

5 0 0 1 0 0 1 0 

6 1 1 1 1 0 0 0 

7 1 0 1 0 0 1 1 

8 0 1 0 0 1 1 0 

9 0 0 1 0 1 1 0 

10 1 1 0 0 1 1 1 

∑ 7 5 6 2 5 6 2 
 

The next stage determines the value of Ф, which is 

given the value Ф = 3, then the frequency value of item 

set from Table 3, there are 5 items greater than the value 

of Ф, so F1 = {{A},{B},{C},{E},{F}}. For a 

combination of 2 item set, a Table is needed to combine 

each item set. The following is a Table of 2 item set 

combinations that can be seen in Table 4. 

Table 4. Combination of 2 item set 

T A B f T A C f T A E f 

1 1 1 P 1 1 1 P 1 1 0 S 

2 1 0 S 2 1 1 P 2 1 1 P 

3 1 1 P 3 1 0 S 3 1 1 P 

4 1 0 S 4 1 0 S 4 1 0 S 

5 0 0 S 5 0 1 S 5 0 0 S 

6 1 1 P 6 1 1 P 6 1 0 S 

7 1 0 S 7 1 1 P 7 1 0 S 

8 0 1 S 8 0 0 S 8 0 1 S 

9 0 0 S 9 0 1 S 9 0 1 S 

10 1 1 P 10 1 0 S 10 1 1 P 

∑ 4 ∑ 4 ∑ 3 

T A F f T B C f T B E f 

1 1 0 S 1 1 1 P 1 1 0 S 

2 1 0 S 2 0 1 S 2 0 1 S 

3 1 1 P 3 1 0 S 3 1 1 P 

4 1 0 S 4 0 0 S 4 0 0 S 

5 0 1 S 5 0 1 S 5 0 0 S 

6 1 0 S 6 1 1 P 6 1 0 S 

7 1 1 P 7 0 1 S 7 0 0 S 

8 0 1 S 8 1 0 S 8 1 1 P 

9 0 1 S 9 0 1 S 9 0 1 S 

10 1 1 P 10 1 0 S 10 1 1 P 

∑ 3 ∑ 2 ∑ 3 

T B F f T C E f 1 1 0 S 

1 1 0 S 1 1 0 S 2 1 0 S 

2 0 0 S 2 1 1 P 3 0 1 S 

3 1 1 P 3 0 1 S 4 0 0 S 

4 0 0 S 4 0 0 S 5 1 1 P 

5 0 1 S 5 1 0 S 6 1 0 S 

6 1 0 S 6 1 0 S 7 1 1 P 

7 0 1 S 7 1 0 S 8 0 1 S 

8 1 1 P 8 0 1 S 9 1 1 P 

9 0 1 S 9 1 1 P 10 0 1 S 

10 1 1 P 10 0 1 S 1 1 0 S 

∑ 3 ∑ 2 ∑ 3 

T B F f 

1 0 0 S 

2 1 0 S 

3 1 1 P 

4 0 0 S 

5 0 1 S 

6 0 0 S 

7 0 1 S 

8 1 1 P 

9 1 1 P 

10 1 1 P 

∑ 4 
 

In Table 4, there is a S code which means 2 items are 

not sold together or nothing is sold, as P code indicates 

that the two items are sold together. The frequency of set 

items from Table 4 is as follows: F2 = {{A,B}, {A,C}, 

{A,E}, {A,F}, {B,E}, {B,F}, {C,F}, {E,F}}. The 

combination of 2 set items is continued for a 

combination of 3 set items, shown in Table 5. 

Table 5. Combination of 3 item set 

T A B C f T A B E f 

1 1 1 1 P 1 1 1 0 S 

2 1 0 1 S 2 1 0 1 S 

3 1 1 0 S 3 1 1 1 P 

4 1 0 0 S 4 1 0 0 S 

5 0 0 1 S 5 0 0 0 S 

6 1 1 1 P 6 1 1 0 S 

7 1 0 1 S 7 1 0 0 S 

8 0 1 0 S 8 0 1 1 S 

9 0 0 1 S 9 0 0 1 S 

10 1 1 0 S 10 1 1 1 P 

∑ 2 ∑ 2 

T A B C f T A B E f 

1 1 1 0 S 1 1 1 0 S 

2 1 0 0 S 2 1 1 1 P 

3 1 1 1 P 3 1 0 1 S 
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4 1 0 0 S 4 1 0 0 S 

5 0 0 1 S 5 0 1 0 S 

6 1 1 0 S 6 1 1 0 S 

7 1 0 1 S 7 1 1 0 S 

T A B C f T A B E f 

8 0 1 1 S 8 0 0 1 S 

9 0 0 1 S 9 0 1 1 S 

10 1 1 1 P 10 1 0 1 S 

∑ 2 ∑ 1 

T A B C f T A B E f 

1 1 1 0 S 1 1 0 0 S 

2 1 1 0 S 2 1 1 0 S 

3 1 0 1 S 3 1 1 1 P 

4 1 0 0 S 4 1 0 0 S 

5 0 1 1 S 5 0 0 1 S 

6 1 1 0 S 6 1 0 0 S 

7 1 1 1 P 7 1 0 1 S 

8 0 0 1 S 8 0 1 1 S 

9 0 1 1 S 9 0 1 1 S 

10 1 0 1 S 10 1 1 1 P 

∑ 1 ∑ 2 
 

 Based on the data in Table 5, the value of F3 = {}, 

because there is no number of item set frequency ≥ Ф. 

Then determine the rule to be used based on F2 = {{A, 

B}, {A, C}, {A, E}, {A, F}, {B, E}, {B, F}, {C, F}, {E, 

F}}. The following are the rules formed which are 

shown in Table 6. 

Table 6. Rule Association Candidates 

No If antecedent the consequent 

1 If buy A then buy B 

2 If buy B then buy A 

3 If buy A then buy C 

4 If buy C then buy A 

5 If buy A then buy E 

6 If buy E then buy A 

7 If buy A then buy F 

8 If buy F then buy A 

9 If buy B then buy E 

10 If buy E then buy B 

11 If buy B then buy F 

12 If buy F then buy B 

13 If buy C then buy F 

14 If buy F then buy C 

15 If buy E then buy F 

16 If buy F then buy E 

3.2 Implementation of Association Rule 

After getting the candidate rule value, then the value of 

support and confidence is calculated, using the formula: 

 

 
Here are the calculation results are shown in Table 7. 

Table 7. Rule Association Calculation 

If antecedent 

then consequent 
Support Confidence 

If buy A then buy 

B 

(4/10)x100% = 

40% 

(4/7)x100% = 

57,1% 

If buy B then buy (4/10)x100% = (4/5)x100% = 

A 40% 80% 

If buy A then buy 

C 

(4/10)x100% = 

40% 

(4/7)x100% = 

57,1% 

If buy C then buy 

A 

(4/10)x100% = 

40% 

(4/6)x100% = 

66,7% 

If antecedent 

then consequent 
Support Confidence 

If buy A then buy 

E 

(3/10)x100% = 

33,3% 

(3/7)x100% = 

42,9% 

If buy E then buy 

A 

(3/10)x100% = 

33,3% 

(3/5)x100% = 

60% 

If buy A then buy 

F 

(3/10)x100% = 

33,3% 

(3/7)x100% = 

42,9% 

If buy F then buy 

A 

(3/10)x100% = 

33,3% 

(3/6)x100% = 

50% 

If buy B then buy 

E 

(3/10)x100% = 

33,3% 

(3/5)x100% = 

60% 

If buy E then buy 

B 

(3/10)x100% = 

33,3% 

(3/5)x100% = 

60% 

If buy B then buy 

F 

(3/10)x100% = 

33,3% 

(3/5)x100% = 

60% 

If buy F then buy 

B 

(3/10)x100% = 

33,3% 

(3/6)x100% = 

50% 

If buy C then buy 

F 

(3/10)x100% = 

33,3% 

(3/6)x100% = 

50% 

If buy F then buy 

C 

(3/10)x100% = 

33,3% 

(3/6)x100% = 

50% 

If buy E then buy 

F 

(4/10)x100% = 

40% 

(4/5)x100% = 

80% 

If buy F then buy 

E 

(4/10)x100% = 

40% 

(4/6)x100% = 

66,7% 

Based on Table 7, the highest value of confidence is 

sought for the next multiplied by the value of support 

and confidence. 

Table 8. Calculation of Support and Confidence 

If antecedent 

then 

consequent 

Support Confidence 
Support X 

Confidence 

If buy B then 

buy A 

(4/10)x100% 

= 40% 

(4/5)x100% 

= 80% 
0,128 

If buy E then 

buy F 

(4/10)x100% 

= 40% 

(4/5)x100% 

= 80% 
0,128 

The calculation results in tables 7 and 8 show that the 

rules used are with the highest confidence values, 

namely: 

 If you buy B, you will buy A 

   (If you buy coffee, you will buy sugar too) 

 If you buy E, you will buy F 

   (If you buy toothpaste, you will buy soap too) 

These rules will be implemented by retail owners to 

regulate the layout of these products based on patterns or 

habits of consumers in buying products. 

3.3 Implementation of Sales Strategy 

Previously presented samples of sales transaction data 

from 7 retail products X in Table 1, the following graphs 

of sales are based on product items. 
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Fig. 1. Product Sales Graph 

The data is sales transaction data for one week. Based 

on the graph in figure 1, it can be seen that the sugar 

products are most popular with consumers, while the 

milk products and shampoo with the least sales. 

Based on the results of the association rule 

calculation and product sales data, thus the seller can 

take strategic steps to increase sales, which include: 

1) Increasing the stock of sugar so that there is no 

shortage or out of stock of products, while the stock 

of milk and shampoo can be reduced so that there is 

no accumulation of stock which results in product 

expiration and is not sold. 

2) Adjust the layout of the most desirable and 

interrelated products (combinations), so as to 

facilitate consumers to find the products they are 

looking for, such as placing sugar in addition to 

coffee. 

3) Give discounts on products that are less desirable, 

such as discounts for purchasing milk and 

shampoo. 

4) Providing promos to every combination product 

buyer, such as promotions for every purchase of 

soap and toothpaste. 

By implementing the strategic steps above, it is 

expected that retail X can increase sales and revenues 

and be able to compete with other retailers. 

4 Conclusion 

Based on the results of the discussion above, researchers 

can draw some conclusions that include, the results of 

calculations with association rules and a priori 

algorithms are able to analyze consumer habits in 

making purchases, with a percentage average value of 

support 33% - 40% and confidence values 43% - 80%. 

Based on the results of these calculations can be used as 

a recommendation for retail owners to arrange the 

arrangement of product catalogs and take strategic steps 

to improve product marketing. The association rule 

method and a priori algorithm are able to be well applied 

in analyzing consumer spending patterns. However the 

Apriori algorithm still has weaknesses which have to 

scan the entire database as iterations are formed so that 

the time needed will increase. 
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