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Preface

The 5" Annual Applied Science and Engineering Conference (AASEC) 2020 is hosted by Technical
and Vocational Education study program, School of Postgraduate Studies, Universitas Pendidikan
Indonesia (UPI), UPI Publication Center, in collaboration with other co-hosting institutions such as
Universitas Negeri Jakarta, UIN Sunan Gunung Djati Bandung, Universitas Trisakti, Politeknik
Enjinering Indorama, Universitas Warmadewa, Sampoerna University, Universitas Negeri Surabaya,
Sekolah Tinggi Teknologi Garut, Universitas Trilogi, Institut Pendidikan Indonesia, Universitas Serang
Raya, Universitas Mataram, Universitas Kanjuruhan Malang, Politeknik Negeri Malang, Universitas
Negeri Gorontalo, UIN Sulthan Thaha Saifuddin Jambi, and Universitas Muhammadiyah Sidoarjo.

Unlike the previous conference whose all speakers were scientists, this year’s AASEC made an attempt
to attract more participation from a wider community by inviting an Indonesian public figure who is
also an environmentalist, Hamish Daud Wyllie, along with the other scientists such as Fitri Khoerunnisa
from Universitas Pendidikan Indonesia, Indonesia; Muhammad Aziz from Tokyo University, Japan;
and Yulfian Aminanda from Universiti Teknologi Brunei, Brunei Darussalam to give a talk based on
their expertise under the theme “Green Technologies for Sustainable Environmental Development”.
The conference was set to be carried out on 21-22 April 2020; however, due to the outbreak of COVID-
19, changes arose starting from the postponement of the conference to turning it out into a virtual
seminar. To this extent, the parallel presenters were required to send their presentation videos to the
organizing committee to be uploaded to AASEC official Instagram account (@aasec ). The
presentations proceeded based on each scope determined by the organizing committee as follows: 01
June 2020: Chemical Engineering, 02 — 08 June 2020: Civil Engineering, 15-19 June 2020: Computer
and Communication Engineering, 20 June — 01 July 2020: Computer Science, 02 — 07 July 2020:
Electrical Engineering, 08 — 10 July 2020: Electronics Engineering, 11 — 20 July 2020: Environmental
Engineering, 21-24 July 2020: Information Engineering, 30 July — 02 August 2020: Material
Engineering, 03 — 05 August 2020: Material Science and 06 -09 August 2020: Mechanical Engineering.

Despite the pandemic, AASEC 2020 still received a huge attention from the participants. There are 577
papers to be submitted to be published in the proceedings of the 5" AASEC 2020. All the papers have
been through a series of rigorous review process to meet the requirements and standards of international
publication.

We would like to express our deepest gratitude to the international advisory members, scientific
committee, and organizing committee of AASEC 2020 for their commitment and hard work amidst this
difficult time. We would also like to thank all the co-hosting institutions for their cooperation on the
conference turnouts, particularly on the paper selection submitted to the committee. A huge appreciation
also goes to the vice rector for research, international affairs, business, and partnership of Universitas
Pendidikan Indonesia for giving constant support to the conference and other conferences held by the
university. Last but not least, we thank you all presenters and participants of AASEC 2020 for the most
significant contribution at the conference. We hope to see you in the 6™ AASEC 2021.

The Editors,

Prof. Dr. Ade Gafar Abdullah
Dr. Isma Widiaty

Ari Arifin Danuwijaya, M.Ed.
Cep Ubad Abdullah, M.Pd.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
BY of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOIL.
Published under licence by IOP Publishing Ltd 1
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Abstract. Coffee has its own scent of identity which can be felt directly with the ability of the
human sense of smell. With a specific coffee aroma that can be used to identify the type of coffee.
In this study we propose that E-Nose (Electronic Nose) can be used to identify coffee based on
the aroma of coffee converted into value data used for the classification process. The initial step
is the data validation process using the calculation of the average value, standard deviation,
Minmax. After conducting the dataset validation process, the next step is to implement the
Logistic Regression (LR) and K-Nearest Neighbor (KNN) classification methods. The accuracy
value is derived from the Confusion Matrix evaluation method, TP, TN, FP and FN values. This
study focuses on finding the best classification accuracy value with the criteria having the highest
accuracy value. This system can be used to classify types of coffee with a mixture of coffee and
milk. This study will compare the results of classification using the two classification methods.
Based on the results of the accuracy of the two methods presented the best results using the KNN
method with a statistical calculation is 97.7%.

1. Introduction

Coffee is the popular consumed beverage product, this is because coffee is an important commaodity of
international trade based on trade volume [1]. With so many types of coffee that exist in the world, there
are several ways to determine the type of coffee that aims to distinguish the authenticity of the coffee.
The aroma of coffee is the most commonly used method to determine the type of coffee, because with
a high roasting process the coffee produces a stronger aroma [2].

E-Nose is a tool created to recognize odors by capturing gas with sensor aids, by using E-Nose which
is applied in testing the aroma of coffee, it can produce a pattern that can be classified in identifying
types of coffee [3]. By using K-Nears, the results of extraction of test data from E-Nose can be processed
to produce a grouping based on the classification score achieved. This has been tested where K-Nears
can classify types of coffee beans based on Image Processing with a classification score reaching 96.66%
[3].

Another method for classification uses radial basis functions. This research succeeded in classifying
coffee with an accuracy rate of 90.8% for integral feature extraction, 90% for maximum feature
extraction and 94.1% for different feature extraction. In 2016 there was a study classifying coffee using
backpropagation neural networks. The results showed that backpropagation neural networks were able
to determine the difference between arabica and robusta with a 40% success rate. Other methods for

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
BY of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.
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classifying using E-Nose are Support Vector Machine (SVM) and Perceptron method. SVM accuracy
value is 71% and Perceptron 57% [4].

From the description of this research, it is expected to develop a classification of coffee using aroma,
where it is more often used among traditional people. This study has three statistical calculations, among
others, with the average value and standard deviation, the minimum and maximum values and compare
between the standard deviation values and the maximum minimum value [5].

2. Methods

2.1. E-Nose processing

Fig. 1 is the first stage of E-Nose for processing aroma of the coffee. The aroma of coffee can be detected
by MQ2, MQ3, MQ4, MQ7 and MQ135. The output of those sensors that in the form of an electrical
signal is connected to Arduino as a microcontroller which functions as a sensor reader to make it easier.

 ad %% il (s

Ge(

Ed ’ l
Coffee

Figure 1. Process of gas detection.

There are sensing element, sensor base and sensor cap that build the sensor which is shows in Fig. 3.
The detector of elements divided into two common part, they are sensing material and heater that
function is to heat up sensing element (e.g. 400°C). Depend on the target of gas itself, the detector will
reprocess different gases such as Alcohol, NH4, CO2.

2.2. Logistic regression
Logistic Regression aims to test whether the probability of the occurrence of the dependent variable can
be predicted with the independent variable. To assess the accuracy of the use of the logistic regression
model, namely to find out whether the logistic regression model is in accordance with the data obtained,
then the model fit test is performed [6].

Regression analysis is one analysis that aims to determine the effect of a variable on other variables.
The simplest regression model is a simple linear regression model with the form of equation (1):

Y=B0+p1X +¢ (1)

where :

Y = dependent variable (predicted value)

X = free variable

B0 = constant

B1 = regression coefficient (increase or decrease value)
€ = random error.

2.3. K-Nearest Neighbor

K-Nearest Neighbor (KNN) is an advanced development innovation from the Nearest Neighbor
classification technique. Based on the idea each new instance can be classified by the most votes from
neighbor k, where k is a positive integer, and usually by a small number [7]. The K-NN classification
algorithm predicts the category of the test sample according to the training sample k which is the closest
neighbor to the test sample, and puts it in the category that has the largest probability category [8]. KNN
is one of the types of insance-based learning, or lazy learning where this function is only approached
locally and all calculations are postponed until classification [9].
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The K-NN classification method has several stages, as follows [10]:
e The value of k is the determination of a new query that belongs to a class based on the number
of closest neighbors.
e Calculates the distance of the query point from the training point to determine the value of the
nearest neighbor.
e See the smallest value from the distance of each training point to the query point.
e Take the smallest k value and then look at the class of the new request.

Euclidean distance is used to calculate distance near or far points with neighbors represented as follows
[10]:

J(a,b) = (2)

J (a, b) can be interpreted as the distance between point a whose class of points is known and b new
points. The distance between the new point and the training point is calculated and taken to the nearest
k point. New points are predicted to enter the class with the most classifications of these points [10].

Discrete multiclass classification must assign each observation to one of the standard classes C1, ...,
Ck. Can do probabilistic classification where each observation distributes probabilities that describe the
probabilities of one of the classes produced. Before a new classification can be used, its accuracy must
be evaluated experimentally, by comparing implied classifications (measured by new devices or
methods) against real classifications or gold standard classifications (measured by benchmark methods)
with a sizeable test data set representative of future data that is large enough expected [11].

Table. 1 presents the basic form of sion matrix configuration for multi-class classification tasks. In
the confusion matrix, Nij represents the number of samples actually belonging to the Ai class but is
classified as classAj [12]

Table 1. Confusion matrix.

Predicted
A1 A] An
C:  Nu Ny Nin
= :
=)
g Ck Nll Nl] Nln
Cn Nh1 Nnj Nnn

Confusion matrix is a method for compute accuracy of data mining. The formula below is to do
calculations with 4 outputs, namely: recall, precision, accuracy and error rate [13]. Recall is the ratio of
positive cases that are correctly identified [14]. The result of Precision for the ratio of cases is true
positive. The comparison of accurately in identified cases and a total of cases is the meaning of
Accuracy. Error Rate is a case that is identified incorrectly with a number of cases [15].

2.4. Data collection
Collection of data used in the form of coffee flavor aromas. Comparison of various coffee scents and
coffee with milk mixture as the object of research. This study uses 9 types of coffee and coffee and milk
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mixture as a class, which is the data in the study. Comparison of coffee with milk done 50 times for nine
classes is presented in Table 2.

Table 2. Proportion coffee with milk.

Proportion Coffee with Classes Proportion Coffee with milk Classes
milk
Coffee 0% with Milk 100%  LO-NL100 Coffee 75% with Milk 25% L75-NL25
Coffee 10% with Milk 90%  L10-NL90 Coffee 80% with Milk 20% L80-NL20
Coffee 20% with Milk 80%  L20-NL80 Coffee 90% with Milk 10% L90-NL10
Coffee 25% with Milk 75%  L25-NL75 Coffee 100% with Milk 0% L100-NLO
Coffee 50% with Milk 50%  L50-NL50

Data collection was carried out for 15 minutes at room temperature for each experiment. During these
15 minutes, 300 data were obtained. Each class has conducted 50 tests. The coffee in this experiment
used processed ground coffee with an ideal grinder level, from coarse to medium size, with the weight
of coffee for each data collection of 15 grams. The sensor will detect based on the aroma of coffee which
produces digital value.

2.5. Processing data
The next step is to process the data detected by E-Nose on the coffee it detects. Using machine learning
to estimate the accuracy of the best model in the invisible data by evaluating the actual data that is not
visible. So, the accuracy will estimated using statistical methods that purpose for validating data [16].
The first process carried out in this study is to calculate the Avg and SD value. Then the second is to
calculate the Minmax value. The last is to calculate using the Avg, SD and Minmax statistical methods.
The first calculation starts by collecting data on Avg values and SD values of nine classes of the
mixture Coffee with Milk into tables and stored that contains the recapitulation results of the nine
classes. The amount of data collected from the recapitulation is 450 data with details of 50 data from
each class that show in Table 3.

Table 3. Avg dataset and SD of each class.

The test AvgMQ2 AvgMQ3 AvgMQ4 AvgMQ7 Avg Class
MQ135

1-50 31.85 55.99 49.50 98.25 11.76 LO-NL100
51-100 54.50 76.08 104.48 188.26 9.77 L10-NL90
101-150 54.52 94.50 97.67 193.61 10.51 L20-NL80
151-200 59.31 82.87 12151 210.53 10.96 L25-NL75
201-250 50.78 88.93 96.86 215.30 11.47 L50-NL50
251-300 62.15 90.84 118.19 201.01 10.36 L75-NL25
301-350 60.04 79.63 110.75 182.16 9.38 L80-NL20
351-400 87.92 116.46 93.76 189.45 9.90 L90-NL10
400-450 48.80 106.35 87.60 175.05 14.61 L100-NLO

The second data processing is by calculating the Minmax values of nine classes of the mixture Coffee
with Milk [2]. The data is the recapitulation of 450 data with 50 data details from each class.
Calculations carried out at the data processing stage will be classified using the Logistic Regression
(LR), and K-Nearest Neighbor (KNN) methods. The aim is to estimate the accuracy of the statistical
calculation when processing data [17].
At the classification stage, the dataset that has been stored will be divided into two types of data,
including training data and testing data. The data stored is data nine classes of the mixture Coffee with
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Milk. The data, amounting to 50 data from each class, is divided into 80% for training data and 20% for
testing data from the total input data [18].

3. Results and discussion

This research was conducted with the aim of utilizing E-Nose in carrying out the detection of the aroma
of coffee and continued with the calculation of statistics included in the initial process. The end result is
expected that E-Nose can classify the mixture Coffee with Milk by applying a machine learning
algorithm. The Classes divided by nine classification based on the value of percentages of coffee mixture
that show in Table 4.

Table 4. Classification of the mixture coffee with milk.

No. Coffee Milk Class
1. 0% 100% LO-NL100
2 10% 90% L10-NL90
3 20% 80% L20-NL80
4, 25% 75% L25-NL75
5. 50% 50% L50-NL50
6 75% 25% L75-NL25
7 80% 20% L80-NL20
8 90% 10% L90-NL10
9 100% 0% L100-NLO

After getting the accuracy from average and standard deviation, the next step is trying to find the other
accuracy value from another statistical calculation [19]. We will see the result from the calculation of
the min value and the max value. From here we get the highest accuracy value, it came from KNN
method with 95.27%.

From those data we will get the value of accuracy. We use the formulation in python. First, we will
try to get the accuracy from average calculation and standard deviation. We can see the result, the
accuracy from LR method of average and standard deviation statistical calculation is 91.38%, then for
KNN methods which result is 96.11%.

The results of the classification accuracy using confusion matrix of the mixture coffee with Milk
obtained an accuracy of 97.77% from the KNN algorithm and Avg-SD statistical calculation. The coffee
mixture data of the LO-NL100 prediction class is classified into 10 data in the target class. The LIONL90
prediction class classifies 9 data in its target class. The L20NL80 prediction class classified 8 data in its
target class. The L25NL75 prediction class classified 15 data in its target class. The L50NL50 prediction
class classified 12 data in its target class. The L75NL25 prediction class classified 5 data in its target
class. The L80ONL20 prediction class classified 14 data in its target class. The L9ONL100 prediction
class classified 7 data in its target class. The L10ONLO prediction class classified 8 data in its target
class.

The result of accuracy using confusion matrix that L1OONLO class classification there are 2 data
included in the L9ONL10 class target, meaning that the detection data between the aroma of coffee from
the 2 types of mixture there are similarities in some data when detecting the aroma of coffee. The
similarity in the aroma detection data will bring the predicted data to classes that are not in harmony
with the target class. So, the results of the classification of the mixture Coffee with Milk obtained an
accuracy of 97.77% from the KNN algorithm and Minmax statistical calculation.

Similarly, with Table 5, the results of the classification accuracy using confusion matrix in Table 5
is coffee mixture between Coffee with Milk from the KNN algorithm and statistical calculation of Avg-
SD-Minmax value, obtained an accuracy percentage of 97.77%.
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Table 5. Confusion matrix of KNN for Avg-SD-Minmax.

TARGET
P LO-NL L10-NL  L20-NL  L25-NL  L50-NL  L75-NL  L80-NL  L90-NL  L100-
R 100 90 80 75 50 25 20 10 NLO
E LO-NL100 10 0 0 0 0 0 0 0 0
D L10-NL90 0 9 0 0 0 0 0 0 0
I L20-NL80 0 0 8 0 0 0 0 0 0
C  L25-NL75 0 0 0 15 0 0 0 0 0
T  L50-NL50 0 0 0 0 12 0 0 0 0
I L75-NL25 0 0 0 0 0 5 0 0 0
O L80-NL20 0 0 0 0 0 0 14 0 0
N L90-NL10 0 0 0 0 0 0 0 7 0
L100-NLO 0 0 0 0 0 0 0 2 8

If seen from the average of all accuracy produced, the classification of Coffee with Coffee can be done
using data from the aroma detection results conducted by E-Nose. In doing the classification of the data
that is used greatly affects the value of accuracy produced, the more attributes used in the classification
process, it will show a higher accuracy value.

Table 6. Algorithm performance of confusion matrix.

Precision Recall F1-Score

Mix LO-NL100 1.00 1.00 1.00
Mix L10-NL90 1.00 1.00 1.00
Mix L20-NL80 1.00 1.00 1.00
Mix L25-NL75 1.00 1.00 1.00
Mix L50-NL50 1.00 1.00 1.00
Mix L75-NL25 1.00 1.00 1.00
Mix L80-NL20 0.78 1.00 0.88
Mix L90-NL10 1.00 1.00 1.00
Mix L100-NLO 1.00 1.00 1.00
Accuracy 0.98

Table 6 shows that the accuracy results are very good if the dataset classified has the amount of False
Negative data and the value of False Positive produces very close or symmetric values.

4. Conclusion

This research utilizes the Electronic Nose (E-Nose) system can detect the aroma of coffee mixture
between Coffee with Milk. The aroma detection results are shown by the sensor signals which are
displayed in digital data. The value that come from each sensor are calculated for validating using
average (Avg), standard deviation (SD), minimum and maximum value (Minmax). After that, the next
step is to classify the result from validation dataset value for classification using Logistic Regression
(LR) and K-Nearest Neighbor (KNN) algorithm. The result from classification will be evaluating using
confusion matrix. Accuracy is the main purpose in this research using confusion matrix that generate
the best method using KNN classification method. So, the highest classification in this research is KNN
method which value is 97.77%. From confusion matrix the result also shown that the best method of
validating data is use all of statistical calculation.
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Abstract. Coffee has its own scent of identity which can be felt directly with the ability of the
human sense of smell. With a specific coffee aroma that can be used to identify the type of coffee.
In this study we propose that E-Nose (Electronic Nose) can be used to identify coffee based on
the aroma of coffee converted into value data used for the classification process. The initial step
is the data validation process using the calculation of the average value, standard deviation,
Minmax. After conducting the dataset validation process, the next step is to implement the
Logistic Regression (LR) and K-Nearest Neighbor (KNN) classification methods. The accuracy
value is derived from the Confusion Matrix evaluation method, TP, TN, FP and FN values. This
study focuses on finding the best classification accuracy value with the criteria having the highest
accuracy value. This system can be used to classify types of coffee with a mixture of coffee and
milk. This study will compare the results of classification using the two classification methods.
Based on the results of the accuracy of the two methods presented the best results using the KNN
method with a statistical calculation is 97.7%.

1. Introduction

Coffee is the popular consumed beverage product, this is because coffee is an important commaodity of
international trade based on trade volume [1]. With so many types of coffee that exist in the world, there
are several ways to determine the type of coffee that aims to distinguish the authenticity of the coffee.
The aroma of coffee is the most commonly used method to determine the type of coffee, because with
a high roasting process the coffee produces a stronger aroma [2].

E-Nose is a tool created to recognize odors by capturing gas with sensor aids, by using E-Nose which
is applied in testing the aroma of coffee, it can produce a pattern that can be classified in identifying
types of coffee [3]. By using K-Nears, the results of extraction of test data from E-Nose can be processed
to produce a grouping based on the classification score achieved. This has been tested where K-Nears
can classify types of coffee beans based on Image Processing with a classification score reaching 96.66%
[3].

Another method for classification uses radial basis functions. This research succeeded in classifying
coffee with an accuracy rate of 90.8% for integral feature extraction, 90% for maximum feature
extraction and 94.1% for different feature extraction. In 2016 there was a study classifying coffee using
backpropagation neural networks. The results showed that backpropagation neural networks were able
to determine the difference between arabica and robusta with a 40% success rate. Other methods for
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classifying using E-Nose are Support Vector Machine (SVM) and Perceptron method. SVM accuracy
value is 71% and Perceptron 57% [4].

From the description of this research, it is expected to develop a classification of coffee using aroma,
where it is more often used among traditional people. This study has three statistical calculations, among
others, with the average value and standard deviation, the minimum and maximum values and compare
between the standard deviation values and the maximum minimum value [5].

2. Methods

2.1. E-Nose processing

Fig. 1 is the first stage of E-Nose for processing aroma of the coffee. The aroma of coffee can be detected
by MQ2, MQ3, MQ4, MQ7 and MQ135. The output of those sensors that in the form of an electrical
signal is connected to Arduino as a microcontroller which functions as a sensor reader to make it easier.

 ad %% il (s

Ge(

Ed ’ l
Coffee

Figure 1. Process of gas detection.

There are sensing element, sensor base and sensor cap that build the sensor which is shows in Fig. 3.
The detector of elements divided into two common part, they are sensing material and heater that
function is to heat up sensing element (e.g. 400°C). Depend on the target of gas itself, the detector will
reprocess different gases such as Alcohol, NH4, CO2.

2.2. Logistic regression
Logistic Regression aims to test whether the probability of the occurrence of the dependent variable can
be predicted with the independent variable. To assess the accuracy of the use of the logistic regression
model, namely to find out whether the logistic regression model is in accordance with the data obtained,
then the model fit test is performed [6].

Regression analysis is one analysis that aims to determine the effect of a variable on other variables.
The simplest regression model is a simple linear regression model with the form of equation (1):

Y=B0+p1X +¢ (1)

where :

Y = dependent variable (predicted value)

X = free variable

B0 = constant

B1 = regression coefficient (increase or decrease value)
€ = random error.

2.3. K-Nearest Neighbor

K-Nearest Neighbor (KNN) is an advanced development innovation from the Nearest Neighbor
classification technique. Based on the idea each new instance can be classified by the most votes from
neighbor k, where k is a positive integer, and usually by a small number [7]. The K-NN classification
algorithm predicts the category of the test sample according to the training sample k which is the closest
neighbor to the test sample, and puts it in the category that has the largest probability category [8]. KNN
is one of the types of insance-based learning, or lazy learning where this function is only approached
locally and all calculations are postponed until classification [9].



The 5th Annual Applied Science and Engineering Conference (AASEC 2020) IOP Publishing
IOP Conf. Series: Materials Science and Engineering 1098 (2021) 032080 doi:10.1088/1757-899X/1098/3/032080

The K-NN classification method has several stages, as follows [10]:
e The value of k is the determination of a new query that belongs to a class based on the number
of closest neighbors.
e Calculates the distance of the query point from the training point to determine the value of the
nearest neighbor.
e See the smallest value from the distance of each training point to the query point.
e Take the smallest k value and then look at the class of the new request.

Euclidean distance is used to calculate distance near or far points with neighbors represented as follows
[10]:

J(a,b) = (2)

J (a, b) can be interpreted as the distance between point a whose class of points is known and b new
points. The distance between the new point and the training point is calculated and taken to the nearest
k point. New points are predicted to enter the class with the most classifications of these points [10].

Discrete multiclass classification must assign each observation to one of the standard classes C1, ...,
Ck. Can do probabilistic classification where each observation distributes probabilities that describe the
probabilities of one of the classes produced. Before a new classification can be used, its accuracy must
be evaluated experimentally, by comparing implied classifications (measured by new devices or
methods) against real classifications or gold standard classifications (measured by benchmark methods)
with a sizeable test data set representative of future data that is large enough expected [11].

Table. 1 presents the basic form of sion matrix configuration for multi-class classification tasks. In
the confusion matrix, Nij represents the number of samples actually belonging to the Ai class but is
classified as classAj [12]

Table 1. Confusion matrix.

Predicted
A1 A] An
C:  Nu Ny Nin
= :
=)
g Ck Nll Nl] Nln
Cn Nh1 Nnj Nnn

Confusion matrix is a method for compute accuracy of data mining. The formula below is to do
calculations with 4 outputs, namely: recall, precision, accuracy and error rate [13]. Recall is the ratio of
positive cases that are correctly identified [14]. The result of Precision for the ratio of cases is true
positive. The comparison of accurately in identified cases and a total of cases is the meaning of
Accuracy. Error Rate is a case that is identified incorrectly with a number of cases [15].

2.4. Data collection
Collection of data used in the form of coffee flavor aromas. Comparison of various coffee scents and
coffee with milk mixture as the object of research. This study uses 9 types of coffee and coffee and milk
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mixture as a class, which is the data in the study. Comparison of coffee with milk done 50 times for nine
classes is presented in Table 2.

Table 2. Proportion coffee with milk.

Proportion Coffee with Classes Proportion Coffee with milk Classes
milk
Coffee 0% with Milk 100%  LO-NL100 Coffee 75% with Milk 25% L75-NL25
Coffee 10% with Milk 90%  L10-NL90 Coffee 80% with Milk 20% L80-NL20
Coffee 20% with Milk 80%  L20-NL80 Coffee 90% with Milk 10% L90-NL10
Coffee 25% with Milk 75%  L25-NL75 Coffee 100% with Milk 0% L100-NLO
Coffee 50% with Milk 50%  L50-NL50

Data collection was carried out for 15 minutes at room temperature for each experiment. During these
15 minutes, 300 data were obtained. Each class has conducted 50 tests. The coffee in this experiment
used processed ground coffee with an ideal grinder level, from coarse to medium size, with the weight
of coffee for each data collection of 15 grams. The sensor will detect based on the aroma of coffee which
produces digital value.

2.5. Processing data
The next step is to process the data detected by E-Nose on the coffee it detects. Using machine learning
to estimate the accuracy of the best model in the invisible data by evaluating the actual data that is not
visible. So, the accuracy will estimated using statistical methods that purpose for validating data [16].
The first process carried out in this study is to calculate the Avg and SD value. Then the second is to
calculate the Minmax value. The last is to calculate using the Avg, SD and Minmax statistical methods.
The first calculation starts by collecting data on Avg values and SD values of nine classes of the
mixture Coffee with Milk into tables and stored that contains the recapitulation results of the nine
classes. The amount of data collected from the recapitulation is 450 data with details of 50 data from
each class that show in Table 3.

Table 3. Avg dataset and SD of each class.

The test AvgMQ2 AvgMQ3 AvgMQ4 AvgMQ7 Avg Class
MQ135

1-50 31.85 55.99 49.50 98.25 11.76 LO-NL100
51-100 54.50 76.08 104.48 188.26 9.77 L10-NL90
101-150 54.52 94.50 97.67 193.61 10.51 L20-NL80
151-200 59.31 82.87 12151 210.53 10.96 L25-NL75
201-250 50.78 88.93 96.86 215.30 11.47 L50-NL50
251-300 62.15 90.84 118.19 201.01 10.36 L75-NL25
301-350 60.04 79.63 110.75 182.16 9.38 L80-NL20
351-400 87.92 116.46 93.76 189.45 9.90 L90-NL10
400-450 48.80 106.35 87.60 175.05 14.61 L100-NLO

The second data processing is by calculating the Minmax values of nine classes of the mixture Coffee
with Milk [2]. The data is the recapitulation of 450 data with 50 data details from each class.
Calculations carried out at the data processing stage will be classified using the Logistic Regression
(LR), and K-Nearest Neighbor (KNN) methods. The aim is to estimate the accuracy of the statistical
calculation when processing data [17].
At the classification stage, the dataset that has been stored will be divided into two types of data,
including training data and testing data. The data stored is data nine classes of the mixture Coffee with
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Milk. The data, amounting to 50 data from each class, is divided into 80% for training data and 20% for
testing data from the total input data [18].

3. Results and discussion

This research was conducted with the aim of utilizing E-Nose in carrying out the detection of the aroma
of coffee and continued with the calculation of statistics included in the initial process. The end result is
expected that E-Nose can classify the mixture Coffee with Milk by applying a machine learning
algorithm. The Classes divided by nine classification based on the value of percentages of coffee mixture
that show in Table 4.

Table 4. Classification of the mixture coffee with milk.

No. Coffee Milk Class
1. 0% 100% LO-NL100
2 10% 90% L10-NL90
3 20% 80% L20-NL80
4, 25% 75% L25-NL75
5. 50% 50% L50-NL50
6 75% 25% L75-NL25
7 80% 20% L80-NL20
8 90% 10% L90-NL10
9 100% 0% L100-NLO

After getting the accuracy from average and standard deviation, the next step is trying to find the other
accuracy value from another statistical calculation [19]. We will see the result from the calculation of
the min value and the max value. From here we get the highest accuracy value, it came from KNN
method with 95.27%.

From those data we will get the value of accuracy. We use the formulation in python. First, we will
try to get the accuracy from average calculation and standard deviation. We can see the result, the
accuracy from LR method of average and standard deviation statistical calculation is 91.38%, then for
KNN methods which result is 96.11%.

The results of the classification accuracy using confusion matrix of the mixture coffee with Milk
obtained an accuracy of 97.77% from the KNN algorithm and Avg-SD statistical calculation. The coffee
mixture data of the LO-NL100 prediction class is classified into 10 data in the target class. The LIONL90
prediction class classifies 9 data in its target class. The L20NL80 prediction class classified 8 data in its
target class. The L25NL75 prediction class classified 15 data in its target class. The L50NL50 prediction
class classified 12 data in its target class. The L75NL25 prediction class classified 5 data in its target
class. The L80ONL20 prediction class classified 14 data in its target class. The L9ONL100 prediction
class classified 7 data in its target class. The L10ONLO prediction class classified 8 data in its target
class.

The result of accuracy using confusion matrix that L1OONLO class classification there are 2 data
included in the L9ONL10 class target, meaning that the detection data between the aroma of coffee from
the 2 types of mixture there are similarities in some data when detecting the aroma of coffee. The
similarity in the aroma detection data will bring the predicted data to classes that are not in harmony
with the target class. So, the results of the classification of the mixture Coffee with Milk obtained an
accuracy of 97.77% from the KNN algorithm and Minmax statistical calculation.

Similarly, with Table 5, the results of the classification accuracy using confusion matrix in Table 5
is coffee mixture between Coffee with Milk from the KNN algorithm and statistical calculation of Avg-
SD-Minmax value, obtained an accuracy percentage of 97.77%.
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Table 5. Confusion matrix of KNN for Avg-SD-Minmax.

TARGET
P LO-NL L10-NL  L20-NL  L25-NL  L50-NL  L75-NL  L80-NL  L90-NL  L100-
R 100 90 80 75 50 25 20 10 NLO
E LO-NL100 10 0 0 0 0 0 0 0 0
D L10-NL90 0 9 0 0 0 0 0 0 0
I L20-NL80 0 0 8 0 0 0 0 0 0
C  L25-NL75 0 0 0 15 0 0 0 0 0
T  L50-NL50 0 0 0 0 12 0 0 0 0
I L75-NL25 0 0 0 0 0 5 0 0 0
O L80-NL20 0 0 0 0 0 0 14 0 0
N L90-NL10 0 0 0 0 0 0 0 7 0
L100-NLO 0 0 0 0 0 0 0 2 8

If seen from the average of all accuracy produced, the classification of Coffee with Coffee can be done
using data from the aroma detection results conducted by E-Nose. In doing the classification of the data
that is used greatly affects the value of accuracy produced, the more attributes used in the classification
process, it will show a higher accuracy value.

Table 6. Algorithm performance of confusion matrix.

Precision Recall F1-Score

Mix LO-NL100 1.00 1.00 1.00
Mix L10-NL90 1.00 1.00 1.00
Mix L20-NL80 1.00 1.00 1.00
Mix L25-NL75 1.00 1.00 1.00
Mix L50-NL50 1.00 1.00 1.00
Mix L75-NL25 1.00 1.00 1.00
Mix L80-NL20 0.78 1.00 0.88
Mix L90-NL10 1.00 1.00 1.00
Mix L100-NLO 1.00 1.00 1.00
Accuracy 0.98

Table 6 shows that the accuracy results are very good if the dataset classified has the amount of False
Negative data and the value of False Positive produces very close or symmetric values.

4. Conclusion

This research utilizes the Electronic Nose (E-Nose) system can detect the aroma of coffee mixture
between Coffee with Milk. The aroma detection results are shown by the sensor signals which are
displayed in digital data. The value that come from each sensor are calculated for validating using
average (Avg), standard deviation (SD), minimum and maximum value (Minmax). After that, the next
step is to classify the result from validation dataset value for classification using Logistic Regression
(LR) and K-Nearest Neighbor (KNN) algorithm. The result from classification will be evaluating using
confusion matrix. Accuracy is the main purpose in this research using confusion matrix that generate
the best method using KNN classification method. So, the highest classification in this research is KNN
method which value is 97.77%. From confusion matrix the result also shown that the best method of
validating data is use all of statistical calculation.
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